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Why Game Theory For Cybersecurity?

Problem: Cybersecurity is often done ad hoc (i.e., Art) and needs more
disciplined solutions (i.e., Science)!

Game Theory is a field of mathematics studying rigorous models of
interacting decision makers.

Consider an example:
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Q:What is the current state of research?



Models: The Nash Equilibrium

Attack Wait
Monitor -1,-1 Assumption: Both agents react to each
Wait 55 0.0 other over time

A Nash Equilibrium is a joint selection of actions such that no agent can
unilaterally improve their utility
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Attacker strikes with probability 0.2! Defender monitors with probability 0.83!

Probability of Monitoring



Models: The Nash Equilibrium
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Assumption: Both agents react to each
other over time

A Nash Equilibrium is a joint selection of actions such that no agent can
unilaterally improve their utility
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Models: The Stackelberg Equilibrium

Monitor
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Assumption: Defender acts first

A Stackelberg Equilibrium is a joint selection of actions by a leader and a
follower such that no agent can unilaterally improve their utility
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Models: The Stackelberg Equilibrium

Attack Wait
Monitor -1,-1
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Assumption: Defender acts first

A Stackelberg Equilibrium is a joint selection of actions by a leader and a
follower such that no agent can unilaterally improve their utility
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Defender will always monitor, attacker will never attack!



Models: Fliplt

* Attacker and defender fight for control of a system
 Atany time either party may seize control
 Neither know who is currently in control

Attacker Control 4 Applications h
Defender Control e Advanced
Persistent Threats
Time e Zero Day Exploits
\ /

Q: When should both parties act?



Models: The Bayesian Game

 Agents are unsure of each others’ identity
* Each agent maintains a probabilistic belief about other’s identities
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Q: What is the best course of action given dynamic
belief updates?



Our Framework

* Models assumptions often implicit
* What information agents have to base decisions on is critical



Our Framework

* Models assumptions often implicit
* What information agents have to base decisions on is critical

Our three-level framework
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Metrics

* Agents must measure every green checkmark somehow
* Ad Hoc metrics must go!

/ Common Vulnerability Scoring System (CVSS) \

* Assigns numeric score to real world exploits describing their
severity and ease of use

* Experts use guidelines to qualitatively classify exploits

 (CVSS scores leveraged in game theoretics models to
understand decision making in the presence of classified

\exploits! /
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